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#### Abstract

We present an extension of the genuinely multi-dimensional semi-discrete central scheme developed in [A. Kurganov, S. Noelle, G. Petrova, Semidiscrete central-upwind schemes for hyperbolic conservation laws and Hamilton-Jacobi equations, SIAM J. Sci. Comput. 23 (3) (2001) 707-740.] to arbitrary orthogonal grids. The presented algorithm is constructed to yield the geometric scaling factors in a self-consistent way.

Additionally, the order of the scheme is not fixed during the derivation of the basic algorithm. Based on the resulting general scheme it is possible to construct methods of any desired order, just by considering the corresponding reconstruction polynomial. We demonstrate how a second order scheme in plane polar coordinates and cylindrical coordinates can be derived from our general formulation. Finally, we demonstrate the correctness of this second order scheme through application to several numerical experiments.
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## 1. Introduction

Numerical methods for the solution of systems of hyperbolic conservation equations of the form:

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\nabla \cdot F(u)=0 \tag{1}
\end{equation*}
$$

are very important for many areas of physics. Here the spatial integral of $u$ corresponds to a conserved quantity and $\mathrm{F}(u)$ is the corresponding nonlinear advection flux. The quantity $u$ can be either a scalar (e.g., the density in the hydrodynamic continuity equation) or a vector quantity (momentum in the corresponding evolution equation), which in general depends on all three spatial coordinates. Below we will investigate the case where - due to symmetries of the corresponding problem -u only depends on two rectangular coordinates.

To solve this system of equations many numerical methods have been developed. As will be discussed later, it is necessary for these numerical methods to conserve the quantity corresponding to $u$ in order to correctly capture discontinuities appearing in the solution (see, e.g., [20]). Traditionally, most of these numerical methods have been derived for Cartesian coordinates. For many applications, however, the geometry of the problem demands for other sets of coordinates. For example numerical investigations of stellar structure, geophysical models, simulations of accretion disc flows and analyses of positive columns can most efficiently be performed by making use of spherical or cylindrical coordinates.

To derive a scheme for curvilinear orthogonal coordinates we state the explicit form of Eq. (1) for a general rectangular grid. For two spatial dimensions (with $x$ and $y$ denoting arbitrary non-Cartesian coordinates) this is:

$$
\begin{equation*}
\frac{\partial}{\partial t} u+\frac{1}{h_{1} h_{2}}\left(\frac{\partial}{\partial x}\left(h_{2} f_{1}(u)\right)+\frac{\partial}{\partial y}\left(h_{1} f_{2}(u)\right)\right)=S(x, y) \tag{2}
\end{equation*}
$$

[^0]possibly including some geometrical source terms $S(x, y)$ on the right. These source terms can arise, when $u$ is a vectorial quantity. In this case the divergence of the tensorial flux function $\mathrm{F}(u)$ can yield (inertial) terms, which do not contain any derivatives of $u$, when evaluated in non-Cartesian curvilinear coordinates. Since these source terms can be included more or less trivially into the algorithm, we will concentrate only on the hyperbolic part of the base scheme. Additionally, $h_{1}$ and $h_{2}$ are the geometrical scale factors, which depend on the coordinates under consideration, and $f_{1}$ and $f_{2}$ are the two individual components of the flux function $\mathrm{F}(u)$.

In the present paper we will focus on finite-volume central schemes due to their generality, which make them basically independent of the eigenstructure of the system of equations to be solved. This has to be seen in contrast to upwind schemes (like, e.g., the Godunov scheme - see [10]), where a Riemann solver and a characteristic decomposition is applied. Therefore, central schemes can be implemented in a universal way and can then be applied without change to different systems of equations. The basis of these central schemes is the well-known Lax-Friedrichs method [9]. Over the years this scheme has been improved by the development of higher order methods (see, e.g., [26,25,6] or [21]). Corresponding multi-dimensional versions of these schemes were developed, e.g., in Refs. [1,3,2,5,17,23] and [22]. These, again were implemented for unstructured grids, e.g., in Refs. [4,18].

One remaining problem with the early central schemes is that they cannot be used with an arbitrarily small time-step. This is due to an accumulation of numerical dissipation (see, e.g., [16] for a discussion), leading to the problem that these schemes are not suitable for steady state simulations. The solution to this problem was an integration over Riemann fans of variable width, which is determined by the maximum local signal propagation speed. Thereby, a non-staggered fully discrete scheme could be derived, which was then transformed into a semi-discrete form (meaning a scheme, which was developed for the limit $\Delta t \rightarrow 0$ ). As is extensively discussed in [19], this form of the scheme has the advantage of a reduced dissipation as compared to the fully discrete schemes. This is due to the fact that the fully discrete schemes obey a restricted CFL stability condition (see [8] for a general discussion of the time-step limit), $\Delta t \sim(\Delta x)^{2}$, which leads to an accumulation of numerical errors due to the high number of time-steps. In contrast, the time-step of a semi-discrete scheme is determined by the convective CFL limit, thus, allowing for much larger time-steps. An extension of this scheme to third order was presented in [15], and the extension to multi-dimensions is discussed in Ref. [16].

All these schemes have in common that the change of the cell averaged conserved quantities is given as a function of their point values on the cell boundaries. In order to compute these point values a reconstruction from the cell averages is required, the order of which basically determines the order of the resulting scheme. This reconstruction has to be chosen carefully to suppress spurious oscillations at steep gradients in the resulting flow. Here, different strategies may be applied, for example the application of limiters such as minmod.

In this paper we will not discuss the fine aspects of the reconstruction - this has already been done by several authors (see, e.g., $[11,12,34,27,26,28,24,14,22]$ or [15]). We rather intend to develop the extension of the multi-dimensional semidiscrete schemes to general orthogonal geometries. The resulting algorithm has a very general form: It is still possible to choose the desired reconstruction, thus, leaving the choice of the order of the scheme to the user. In order to minimise the numerical dissipation we stick to the idea of an integration over locally varying Riemann fans. The paper is organised as follows: in Section 2 we start by deriving the scheme in a way that is independent of the resulting geometry and the reconstruction. To enhance readability we will, however, derive the scheme only for two spatial dimensions. This derivation is easily extensible to higher dimensions (the results for the three-dimensional scheme are given in Appendix A). In Section 3 we will consider the derivation of the special cases of plane polar and cylindrical coordinates from the general scheme in detail, which is followed by a discussion of numerical experiments in Section 4 . We end with the conclusion of this paper.

## 2. General form for the semi-discrete scheme

Our starting point for the derivation of the general two-dimensional scheme for arbitrary orthogonal coordinates is Eq. (2). Here we choose $t^{n}=n \Delta t$ for the temporal grid and $x_{i}=h_{1}(x, y) i \Delta x, y_{j}=h_{2}(x, y) j \Delta y$ for the spatial grid, where $h_{1}(x, y)$ and $h_{2}(x, y)$ are the scale factors for the corresponding orthogonal coordinate system, which in general are given by the relation $h_{i}=\sqrt{g_{i i}}$. Here $g_{i i}$ are the diagonal elements of the corresponding metric tensor. Thus, the individual cells $C_{i, j}$ have the extent $x_{i} \pm h_{1}\left(x_{i}, y_{j}\right) \frac{\Delta x}{2}$ and $y_{j} \pm h_{2}\left(x_{i}, y_{j}\right) \frac{\Delta y}{2}$ leading to the cellular area:

$$
\begin{equation*}
\left|C_{i, j}\right|=\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} h_{1}(\xi, \eta) h_{2}(\xi, \eta) d \xi d \eta \tag{3}
\end{equation*}
$$

For every time-step we obtain a piecewise polynomial reconstruction of the desired order from the cell averages obtained at the end of the previous time-step $\bar{u}_{i, j}^{n}:=\bar{u}\left(x_{i}, y_{j}, t^{n}\right)$. This reconstruction is given by:

$$
\begin{equation*}
\tilde{u}^{n}(x, y):=\sum_{i, j} p_{i, j}^{n}(x, y) \chi_{i, j} \tag{4}
\end{equation*}
$$

where $\chi_{i, j}$ is the characteristic function of the same cell and $p_{i, j}(x, y)$ is the reconstruction polynomial for the same cell. The reconstruction polynomial has to fulfil:

$$
\begin{equation*}
\bar{u}_{i, j}^{n}=\frac{1}{\left|C_{i, j}\right|} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} p_{i, j}^{n}(\xi, \eta) h_{1}(\xi, \eta) h_{2}(\xi, \eta) d \xi d \eta \tag{5}
\end{equation*}
$$

This piecewise polynomial interpolant may be discontinuous only at the cell boundaries $x=x_{i \pm \frac{1}{2}}$ or $y=y_{j \pm \frac{1}{2}}$. In a short time $\Delta t$ these discontinuities can propagate a small distance, which depends on the local signal propagation velocity. The regions, in which such discontinuities can occur are highlighted in Fig. 1, where a cell for a non-Cartesian grid is visualised. Their extent is determined by the local maximum of the signal propagation velocity. Here the dark grey areas may contain discontinuities in both of the grid directions, whereas the light grey areas may only contain such in one of the grid directions. In this work we will be using the following estimate for these sub-regions of the cell $C_{i, j}$ :

$$
\begin{align*}
& D_{i, j+\frac{1}{2}}:=\left[h_{1}\left(x_{i-\frac{1}{2}}, y_{j+\frac{1}{2}}\right) x_{i-\frac{1}{2}}+a_{i-\frac{1}{2}, j+\frac{1}{2}}^{+} \Delta t, \quad h_{1}\left(x_{i+\frac{1}{2}}, y_{j+\frac{1}{2}}\right) x_{i+\frac{1}{2}}-a_{i+\frac{1}{2} \cdot j+\frac{1}{2}}^{-} \Delta t\right] \\
& \times\left[h_{2}\left(x_{i}, y_{j+\frac{1}{2}}\right) y_{j+\frac{1}{2}}-b_{i, j+\frac{1}{2}}^{-} \Delta t, \quad h_{2}\left(x_{i}, y_{j+\frac{1}{2}}\right) y_{j+\frac{1}{2}}+b_{i, j+\frac{1}{2}}^{+} \Delta t\right]  \tag{6}\\
& D_{i+\frac{1}{2}, j}:=\left[h_{1}\left(x_{i+\frac{1}{2}}, y_{j}\right) x_{i+\frac{1}{2}}-a_{i+\frac{1}{2} j}^{-} \Delta t, \quad h_{1}\left(x_{i+\frac{1}{2}}, y_{j}\right) x_{i+\frac{1}{2}}+a_{i+\frac{1}{2}, j}^{+} \Delta t\right] \\
& \times\left[h_{2}\left(x_{i+\frac{1}{2}}, y_{j-\frac{1}{2}}\right) y_{j-\frac{1}{2}}+b_{i+\frac{1}{2}, j-\frac{1}{2}}^{+} \Delta t, \quad h_{2}\left(x_{i+\frac{1}{2}}, y_{j+\frac{1}{2}}\right) y_{j+\frac{1}{2}}-b_{i+\frac{1}{2}, j+\frac{1}{2}}^{-} \Delta t\right]  \tag{7}\\
& D_{i+\frac{1}{2}, j+\frac{1}{2}}:=\left[h_{1}\left(x_{i+\frac{1}{2}}, y_{j+\frac{1}{2}}\right) x_{i+\frac{1}{2}}-a_{i+\frac{1}{2}, j+\frac{1}{2}}^{-} \Delta t, \quad h_{1}\left(x_{i+\frac{1}{2}}, y_{j+\frac{1}{2}}\right) x_{i+\frac{1}{2}}+a_{i+\frac{1}{2}, j+\frac{1}{2}}^{+} \Delta t\right] \\
& \times\left[h_{2}\left(x_{i+\frac{1}{2}}, y_{j+\frac{1}{2}}\right) y_{j+\frac{1}{2}}-b_{i+\frac{1}{2}, j+\frac{1}{2}}^{-} \Delta t, \quad h_{2}\left(x_{i+\frac{1}{2}}, y_{j+\frac{1}{2}}\right) y_{j+\frac{1}{2}}+b_{i+\frac{1}{2}, j+\frac{1}{2}}^{+} \Delta t\right] \tag{8}
\end{align*}
$$

Here $a^{ \pm}$and $b^{ \pm}$are the maximum physical propagation velocities of any signal to the right $(+)$and left ( - ) in the $x$ - and $y$ directions, respectively. These can also be specified by a mathematical expression:

$$
\begin{align*}
& a_{i+\frac{1}{2} j}^{+}=\max \left\{\lambda_{\max }\left(\frac{\partial f_{1}}{\partial u}\left(u_{i+\frac{1}{2}, j}^{+}\right)\right), \lambda_{\max }\left(\frac{\partial f_{1}}{\partial u}\left(u_{i+\frac{1}{2}, j}^{-}\right)\right), 0\right\}  \tag{9}\\
& a_{i+\frac{1}{2} j}^{-}=-\min \left\{\lambda_{\min }\left(\frac{\partial f_{1}}{\partial u}\left(u_{i+\frac{1}{2}, j}^{+}\right)\right), \lambda_{\min }\left(\frac{\partial f_{1}}{\partial u}\left(u_{i+\frac{1}{2}, j}^{-}\right)\right), 0\right\} \tag{10}
\end{align*}
$$

where $\lambda_{\max }$ and $\lambda_{\min }$ are the largest and smallest eigenvalues of the Jacobian $\partial f_{1} / \partial u$, respectively. The corresponding propagation velocities $b_{i+\frac{1}{2}, j}^{ \pm}$in the $y$-direction are defined in a similar way. Here $u_{i+\frac{1}{2}, j}^{ \pm}$are the left-/right-handed pointvalues at centre of the cell faces, which can be obtained from the polynomial reconstruction by:

$$
\begin{equation*}
u_{i+\frac{1}{2}, j}^{+}:=p_{i+1, j}\left(x_{i+\frac{1}{2}}, y_{j}\right) \quad \text { and } \quad u_{i+\frac{1}{2}, j}^{-}:=p_{i, j}\left(x_{i+\frac{1}{2}}, y_{j}\right) \tag{11}
\end{equation*}
$$

With the above definitions for the possibly non-smooth regions the smooth central region is given as:

$$
\begin{equation*}
D_{i, j}=\left[h_{1}\left(x_{i-\frac{1}{2}}, y_{j}\right) x_{i-\frac{1}{2}}, h_{1}\left(x_{i+\frac{1}{2}}, y_{j}\right) x_{j+\frac{1}{2}}\right] \times\left[h_{2}\left(x_{i}, y_{j-\frac{1}{2}}\right) y_{i-\frac{1}{2}}, h_{2}\left(x_{i}, y_{j+\frac{1}{2}}\right) y_{j+\frac{1}{2}}\right] \bigcup_{ \pm}\left[D_{i . j \pm \frac{1}{2}} \cup D_{i \pm \frac{1}{2} j} \cup D_{i \pm \frac{1}{2}, j \frac{1}{2}}\right] \tag{12}
\end{equation*}
$$

The desired numerical scheme can now be obtained in a three-step procedure. First Eq. (2) is integrated over the individual sub-areas of the cell introduced above and over one time-step $\left[t^{n}, t^{n+1}\right]$. This yields local cell averages for the next time-step


Fig. 1. Cellular structure for a non-Cartesian grid. Here we show nine cells, where only for the central one $C_{i, j}$ the regions that possibly contain discontinuities are highlighted by the grey areas. $D_{i, j}$, at the same time, indicates the smooth central sub-region of cell $C_{i, j}$.
$t^{n+1}$ (denoted as $\bar{\omega}_{i, j}^{n+1}$ for $D_{i, j}, \bar{\omega}_{i, j \frac{1}{2}}^{n+1}$ for $D_{i, j+\frac{1}{2}}, \bar{\omega}_{i+1, j}^{n+1}$ for $D_{i+\frac{1}{2}, j}$ and $\bar{\omega}_{i \pm \frac{1}{2}+\frac{1}{2}}^{n+1}$ for $D_{i+\frac{1}{2}, j+\frac{1}{2}}$ ). Secondly a piecewise polynomial reconstruction is obtained from these cell averages. This is written in a similar way as in Eq. (4):

$$
\begin{equation*}
\tilde{\omega}^{n+1}(x, y):=\sum_{i, j}\left[\tilde{\omega}_{i, j}^{n+1} \tilde{\chi}_{i, j}+\tilde{\omega}_{i, j+\frac{1}{2}}^{n+1} \tilde{\chi}_{i, j+\frac{1}{2}}+\tilde{\omega}_{i+\frac{1}{2}, j}^{n+1} \tilde{\chi}_{i+\frac{1}{2}, j}+\tilde{\omega}_{i+\frac{1}{2}, j+\frac{1}{2}}^{n+1} \tilde{\chi}_{i+\frac{1}{2} j, j \frac{1}{2}}\right] \tag{13}
\end{equation*}
$$

Finally this reconstruction polynomial is projected back to the original grid (as was done for the first time in [13]) to yield cell averages again:

$$
\begin{equation*}
\bar{u}_{i, j}^{n+1}=\frac{1}{\left|C_{i, j}\right|} \iint_{C_{i, j}} \tilde{\omega}^{n+1}(\xi, \eta) h_{1}(\xi, \eta) h_{2}(\xi, \eta) d \xi d \eta \tag{14}
\end{equation*}
$$

So far we have essentially discussed the derivation of the fully discrete scheme. As discussed in the introduction, we aim to derive a semi-discrete scheme. Taking, thus, into account that we will from now on be using $\Delta t \rightarrow 0$, we find for the area of the corner regions: $\left|D_{i \pm \frac{1}{2}, j \frac{1}{2} \frac{1}{2}}\right|=\mathcal{O}\left(\Delta t^{2}\right)$ - in the following we will indicate areas by the use of vertical bars. Due to the fact that the area of the other regions which may contain discontinuities are of order $\Delta t$, the corner regions can be neglected in the semi-discrete version of the scheme. Keeping only terms up to the order of $\Delta t$, we thus find, for the regions possibly containing discontinuities defined by Eqs. (6) and (7):

$$
\begin{align*}
& D_{i, j+\frac{1}{2}} \simeq\left[h_{1}\left(x_{i-\frac{1}{2}}, y_{j+\frac{1}{2}}\right) x_{i-\frac{1}{2}}, h_{1}\left(x_{i+\frac{1}{2}}, y_{j+\frac{1}{2}}\right) x_{i+\frac{1}{2}}\right] \times\left[h_{2}\left(x_{i}, y_{j+\frac{1}{2}}\right) y_{j+\frac{1}{2}}-b_{i, j+\frac{1}{2}}^{-} \Delta t, \quad h_{2}\left(x_{i}, y_{j+\frac{1}{2}}\right) y_{j+\frac{1}{2}}+b_{i, j+\frac{1}{2}}^{+} \Delta t\right]  \tag{15}\\
& D_{i+\frac{1}{2} j}:=\left[\begin{array}{lll}
h_{1}\left(x_{i+\frac{1}{2}}, y_{j}\right) x_{i+\frac{1}{2}}-a_{i+\frac{1}{2}, j}^{-} \Delta t, & h_{1}\left(x_{i+\frac{1}{2}}, y_{j}\right) x_{i+\frac{1}{2}}+a_{i+\frac{1}{2} j}^{+} \Delta t
\end{array}\right] \times\left[h_{2}\left(x_{i+\frac{1}{2}}, y_{j-\frac{1}{2}}\right) y_{j-\frac{1}{2}}, \quad h_{2}\left(x_{i+\frac{1}{2}}, y_{j+\frac{1}{2}}\right) y_{j+\frac{1}{2}}\right] \tag{16}
\end{align*}
$$

For the intersection of the regions $D_{i, j \pm \frac{1}{2}}$ and $D_{i \pm \frac{1}{2} j}$ with the cell $C_{i, j}$ we now introduce the notation:

$$
\begin{equation*}
S_{i, j \pm \frac{1}{2}}=C_{i, j} \cap D_{i, j \pm \frac{1}{2}} \quad \text { and } \quad S_{i \pm \frac{1}{2} j}=C_{i, j} \cap D_{i \pm \frac{1}{2} j} \tag{17}
\end{equation*}
$$

Making use of this notation we find for the relation between $\tilde{\omega}^{n+1}$ and $\bar{\omega}^{n+1}$ in the different regions:

$$
\begin{align*}
& \iint_{S_{i, j \frac{1}{2}}} \tilde{\omega}^{n+1}(\xi, \eta) h_{1}(\xi, \eta) h_{2}(\xi, \eta) d \xi d \eta=\left|S_{i, j \pm \frac{1}{2}}\right| \bar{\omega}_{i, j \pm \frac{1}{2}}^{n+1}+\mathcal{O}\left(\Delta t^{2}\right)  \tag{18}\\
& \iint_{S_{i \pm \frac{1}{2} j}^{j}} \tilde{\omega}^{n+1}(\xi, \eta) h_{1}(\xi, \eta) h_{2}(\xi, \eta) d \xi d \eta=\left|S_{i \pm \frac{1}{2}, j}\right| \bar{\omega}_{i \pm \frac{1}{2} j}^{n+1}+\mathcal{O}\left(\Delta t^{2}\right) \tag{19}
\end{align*}
$$

In the semi-discrete limit we will neglect any quantities of order $\mathcal{O}\left(\Delta t^{2}\right)$. For the smooth central region of the cell, however, we find without any approximation due to the conservation property of the reconstruction:

$$
\begin{equation*}
\iint_{D_{i, j}} \tilde{\omega}^{n+1}(\xi, \eta) h_{1}(\xi, \eta) h_{2}(\xi, \eta) d \xi d \eta=\left|D_{i, j}\right| \bar{\omega}_{i, j}^{n+1} \tag{20}
\end{equation*}
$$

Thus, the only ingredients that are still missing for the computation of the scheme are the areas of the sub-regions and the local cell averages at the next time-step. In the semi-discrete limit the area of the non-smooth regions is approximately:

$$
\begin{align*}
\left|S_{i \pm \frac{1}{2} j}\right| & \simeq a_{i \pm \frac{1}{2} j}^{\mp} \Delta t h_{2}\left(x_{i \pm \frac{1}{2}}, y_{j}\right) \Delta y  \tag{21}\\
\left|S_{i, j \pm \frac{1}{2}}\right| & \simeq h_{1}\left(x_{i}, y_{j \pm \frac{1}{2}}\right) \Delta x b_{i, j \pm \frac{1}{2}}^{\mp} \Delta t \tag{22}
\end{align*}
$$

Together with Eqs. (18) and (19), we thus find:

$$
\begin{align*}
& \lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t\left|C_{i, j}\right|} \iint_{S_{i \frac{1}{2} j}} \tilde{\omega}_{i \pm \frac{1}{2} j}^{n+1} h_{1}(\xi, \eta) h_{2}(\xi, \eta) d \xi d \eta=\frac{h_{2}\left(x_{i \pm \frac{1}{2}}, y_{j}\right) \Delta y}{\left|C_{i, j}\right|} a_{i \pm \frac{1}{2}, j}^{\mp} \lim _{\Delta t \rightarrow 0} \bar{\omega}_{i \pm \frac{1}{2}, j}^{n+1}  \tag{23}\\
& \lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t\left|C_{i, j}\right|} \iint_{S_{i, j \frac{1}{2}}} \tilde{\omega}_{i, j \frac{1}{2}}^{n+1} h_{1}(\xi, \eta) h_{2}(\xi, \eta) d \xi d \eta=\frac{h_{1}\left(x_{i}, y_{j \pm \frac{1}{2}}\right) \Delta x}{\left|C_{i, j}\right|} b_{i, j \pm \frac{1}{2}}^{\mp} \lim _{\Delta t \rightarrow 0} \bar{\omega}_{i, j \pm \frac{1}{2}}^{n+1} \tag{24}
\end{align*}
$$

The local cell averages are now obtained by integrating Eq. (2) over one time-step and over the corresponding sub-domains. The temporal and spatial integration yields for $\bar{\omega}_{i+\frac{1}{2} j}^{n+1}$ (the cell average for the region $D_{i+\frac{1}{2} j}$ ):

$$
\begin{align*}
\left(\left(a_{i+\frac{1}{2} j}^{+}+a_{i+\frac{1}{2}, j}^{-}\right) h_{2}\left(x_{i+\frac{1}{2}}, y_{j}\right) \Delta y\right) \bar{\omega}_{i+\frac{1}{2}, j}^{n+1}= & \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}}\left(a_{i+\frac{1}{2} j}^{+} j_{i+1, j}^{n}\left(x_{i+\frac{1}{2}}, \eta\right)+a_{i+\frac{1}{2} j}^{-} j p_{i, j}^{n}\left(x_{i+\frac{1}{2}}, \eta\right)\right. \\
& \left.-\left(f_{1}\left(p_{i+1, j}^{n}\left(x_{i+\frac{1}{2}}, \eta\right)\right)-f_{1}\left(p_{i, j}^{n}\left(x_{i+\frac{1}{2}}, \eta\right)\right)\right)\right) h_{2}\left(x_{i+\frac{1}{2}}, \eta\right) d \eta \tag{25}
\end{align*}
$$

and for the region $D_{i, j+\frac{1}{2}}$ :

$$
\begin{align*}
\left(\left(b_{i, j+\frac{1}{2}}^{+}+b_{i, j+\frac{1}{2}}^{-}\right) h_{1}\left(x_{i}, y_{j+\frac{1}{2}}\right) \Delta x\right) \bar{\omega}_{i, j+\frac{1}{2}}^{n+1}= & \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}}\left(b_{i, j+\frac{1}{2}}^{+} p_{i, j+1}^{n}\left(\xi, y_{j+\frac{1}{2}}\right)+b_{i, j+\frac{1}{2}}^{-} p_{i, j}^{n}\left(\xi, y_{j+\frac{1}{2}}\right)-\left(f_{2}\left(p_{i, j+1}^{n}\left(\xi, y_{j+\frac{1}{2}}\right)\right)\right.\right. \\
& \left.\left.-f_{2}\left(p_{i, j}^{n}\left(\xi, y_{j+\frac{1}{2}}\right)\right)\right)\right) h_{1}\left(\xi, y_{j+\frac{1}{2}}\right) d \xi \tag{26}
\end{align*}
$$

Even though we have the advantage that the central region does not contain any discontinuity, the corresponding expression is nonetheless the most complex to arrive at. Integration of the expression $\partial u / \partial t$ over the central part (in the semi-discrete limit, where this region is assumed to be of the same shape as the cell) and averaging over one time-step $\Delta t$ yields:

$$
\begin{align*}
\frac{1}{\Delta t}\left|D_{i, j}\right|\left(\bar{\omega}_{i j}^{n+1}-\bar{\omega}_{i j}^{n}\right) \simeq & \frac{1}{\Delta t}\left(\left|D_{i, j}\right| \bar{\omega}_{i j}^{n+1}-\left(\left|C_{i, j}\right| \bar{u}_{i, j}^{n}-a_{i+\frac{1}{2}, j}^{-} \Delta t \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} p_{i, j}\left(x_{i+\frac{1}{2}}, \eta\right) h_{2}\left(x_{i+\frac{1}{2}}, \eta\right) d \eta\right.\right. \\
& -a_{i-\frac{1}{2}, j}^{+} \Delta t \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} p_{i, j}\left(x_{i-\frac{1}{2}}, \eta\right) h_{2}\left(x_{i-\frac{1}{2}}, \eta\right) d \eta-b_{i . j+\frac{1}{2}}^{-} \Delta t \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} p_{i, j}\left(\xi, y_{j+\frac{1}{2}}\right) h_{1}\left(\xi, y_{i+\frac{1}{2}}\right) d \xi \\
& \left.\left.-b_{i, j-\frac{1}{2}}^{+} \Delta t \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} p_{i . j}\left(\xi, y_{j-\frac{1}{2}}\right) h_{1}\left(\xi, y_{i-\frac{1}{2}}\right) d \xi\right)\right) \tag{27}
\end{align*}
$$

where $\left|D_{i, j}\right|$ is the area of the central region of the cell $D_{i, j}$. Integration of Eq. (2) over $D_{i, j}$ together with an averaging over one time-step then results in the following expression:

$$
\begin{align*}
\frac{1}{\Delta t}\left|D_{i, j}\right|\left(\bar{\omega}_{i j}^{n+1}-\bar{\omega}_{i j}^{n}\right)= & -\int_{D_{i, j}} \frac{1}{h_{1}(\xi, \eta) h_{2}(\xi, \eta)}\left(\frac{\partial\left(h_{2}(\xi, \eta) f_{1}(u)\right)}{\partial \xi}+\frac{\partial\left(h_{1}(\xi, \eta) f_{2}(u)\right)}{\partial \eta}\right) h_{1}(\xi, \eta) h_{2}(\xi, \eta) d \xi d \eta \\
\simeq & -\int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}}\left(h_{2}\left(x_{i+\frac{1}{2}}, \eta\right) f_{1}\left(p_{i, j}\left(x_{i+\frac{1}{2}}, \eta\right)-h_{2}\left(x_{i-\frac{1}{2}}, \eta\right) f_{1}\left(p_{i, j}\left(x_{i-\frac{1}{2}}, \eta\right)\right)\right) d \eta\right. \\
& -\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}}\left(h_{1}\left(\xi, y_{j+\frac{1}{2}}\right) f_{2}\left(p_{i, j}\left(\xi, y_{j+\frac{1}{2}}\right)\right)-h_{1}\left(\xi, y_{j-\frac{1}{2}}\right) f_{2}\left(p_{i, j}\left(\xi, y_{j-\frac{1}{2}}\right)\right)\right) d \xi \tag{28}
\end{align*}
$$

The combination of Eqs. (27) and (28), thus, leads to the following result for the central smooth area of the cell:

$$
\begin{align*}
\lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t}\left\{\frac{\left|D_{i, j}\right|}{\left|C_{i, j}\right|} \bar{\omega}_{i, j}^{n+1}-\bar{u}_{i, j}^{n}\right\}= & -\frac{a_{i+\frac{1}{2}, j}^{-}}{\left|C_{i, j}\right|} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} p_{i, j}\left(x_{i+\frac{1}{2}}, \eta\right) h_{2}\left(x_{i+\frac{1}{2}}, \eta\right) d \eta-\frac{a_{i-\frac{1}{2}, j}^{+}}{\left|C_{i, j}\right|} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} p_{i, j}\left(x_{i-\frac{1}{2}}, \eta\right) h_{2}\left(x_{i-\frac{1}{2}}, \eta\right) d \eta \\
& -\frac{b_{i, j+\frac{1}{2}}^{-}}{\left|C_{i, j}\right|} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} p_{i, j}\left(\xi, y_{j+\frac{1}{2}}\right) h_{1}\left(\xi, y_{j+\frac{1}{2}}\right) d \xi-\frac{b_{i, j-\frac{1}{2}}^{+}}{\left|C_{i, j}\right|} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} p_{i, j}\left(\xi, y_{j-\frac{1}{2}}\right) h_{1}\left(\xi, y_{j-\frac{1}{2}}\right) d \xi \\
& -\frac{1}{\left|C_{i, j}\right|} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}}\left(h_{2}\left(x_{i+\frac{1}{2}}, \eta\right) f_{1}\left(p_{i, j}\left(x_{i+\frac{1}{2}}, \eta\right)\right)-h_{2}\left(x_{i-\frac{1}{2}}, \eta\right) f_{1}\left(p_{i, j}\left(x_{i-\frac{1}{2}}, \eta\right)\right)\right) d \eta \\
& -\frac{1}{\left|C_{i, j}\right|} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}}\left(h_{1}\left(\xi, y_{j+\frac{1}{2}}\right) f_{2}\left(p_{i, j}\left(\xi, y_{j+\frac{1}{2}}\right)\right)-h_{1}\left(\xi, y_{j-\frac{1}{2}}\right) f_{2}\left(p_{i, j}\left(\xi, y_{j-\frac{1}{2}}\right)\right)\right) d \xi \tag{29}
\end{align*}
$$

Finally we have to join all the above to find the evolution equation for the individual cell averages. Evaluating Eqs. (13) and (14) in the semi-discrete limit we find for the temporal evolution of the cell average $\bar{u}_{i, j}$ :

$$
\begin{align*}
\frac{d}{d t} \bar{u}_{i, j}(t)= & \lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t\left|C_{i, j}\right|}\left(\sum_{ \pm} \iint_{S_{i, j \frac{1}{2}}} \tilde{\omega}_{i, j \pm \frac{1}{2}}^{n+1} h_{1}(\xi, \eta) h_{2}(\xi, \eta) d \xi d \eta+\iint_{S_{i \frac{1}{2} j}} \tilde{\omega}_{i+\frac{1}{2} j}^{n+1} h_{1}(\xi, \eta) h_{2}(\xi, \eta) d \xi d \eta\right) \\
& +\lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t}\left(\frac{\left|D_{i, j}\right|}{\left|C_{i, j}\right|} \bar{\omega}_{i, j}^{n+1}-\bar{u}_{i, j}^{n}\right) \tag{30}
\end{align*}
$$

Inserting all relevant quantities, yields - after a little algebra - the following result:

$$
\begin{align*}
& \frac{d}{d t} \bar{u}_{i j}(t) \simeq \frac{1}{a_{i+\frac{1}{2}}^{ \pm}\left|C_{i, j}\right|} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}}\left(a_{i+\frac{1}{2} j}^{+} a_{i+\frac{1}{2}, j}^{-}\left(p_{i+1 . j}^{n}\left(x_{i+\frac{1}{2}}, \eta\right)-p_{i j,}^{n}\left(x_{i+\frac{1}{2}}, \eta\right)\right)\right) h_{2}\left(x_{i+\frac{1}{2}}, \eta\right) d \eta \\
& -\frac{1}{a_{i-1}^{ \pm}\left|C_{i, j}\right|} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}^{2}}\left(a_{i-\frac{1}{2} j}^{+} a_{i-\frac{1}{2} j}^{-}\left(p_{i, j}^{n}\left(x_{i-\frac{1}{2}}, \eta\right)-p_{i-1 . j}^{n}\left(x_{i-\frac{1}{2}}, \eta\right)\right)\right) h_{2}\left(x_{i-\frac{1}{2}}, \eta\right) d \eta \\
& +\frac{1}{\left.b_{j+\frac{1}{2}}^{ \pm} \right\rvert\, C_{i, j}} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}}\left(b_{i, j+\frac{1}{2}}^{+} b_{i, j+\frac{1}{2}}^{-}\left(p_{i, j+1}^{n}\left(\xi, y_{j+\frac{1}{2}}\right)+p_{i, j}^{n}\left(\xi, y_{j+\frac{1}{2}}\right)\right)\right) h_{1}\left(\xi, y_{j+\frac{1}{2}}\right) d \xi \\
& -\frac{1}{b_{j-\frac{1}{2}}^{ \pm} C_{i, j}} \int_{x_{i-\frac{1}{2}}}^{x_{i-\frac{1}{2}}}\left(b_{i, j-\frac{1}{2}}^{+} b_{i, j-\frac{1}{2}}^{-}\left(p_{i, j}^{n}\left(\xi, y_{j-\frac{1}{2}}\right)-p_{i, j-1}^{n}\left(\xi, y_{j-\frac{1}{2}}\right)\right)\right) h_{1}\left(\xi, y_{j-\frac{1}{2}}\right) d \xi \\
& -\frac{1}{a_{i+\frac{1}{2}}^{ \pm}\left|C_{i, j}\right|} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}}\left(a_{i+\frac{1}{2}, j}^{-} f_{1}\left(p_{i+1 . j}^{n}\left(x_{i+\frac{1}{2}}, \eta\right)\right)+a_{i+\frac{1}{2},}^{+} f_{1}\left(p_{i j}^{n}\left(x_{i+\frac{1}{2}}, \eta\right)\right)\right) h_{2}\left(x_{i+\frac{1}{2}}, \eta\right) d \eta \\
& +\frac{1}{a_{i-\frac{1}{2}}^{ \pm}\left|C_{i, j}\right|} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}}\left(a_{i-\frac{1}{2}, j}^{-} f_{1}\left(p_{i, j}^{n}\left(x_{i-\frac{1}{2}}, \eta\right)\right)+a_{i-\frac{1}{2} j}^{+} f_{1}\left(p_{i-1, j}^{n}\left(x_{i-\frac{1}{2}}, \eta\right)\right)\right) h_{2}\left(x_{i-\frac{1}{2}}, \eta\right) d \eta \\
& -\frac{1}{b_{j+\frac{1}{2}}^{ \pm}\left|C_{i j}\right|} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}}\left(b_{i, j+\frac{1}{2}}^{-} f_{2}\left(p_{i, j+1}^{n}\left(\xi, y_{j+\frac{1}{2}}\right)\right)+b_{i, j+\frac{1}{2}}^{+} f_{2}\left(p_{i, j}^{n}\left(\xi, y_{j+\frac{1}{2}}\right)\right)\right) h_{1}\left(\xi, y_{j+\frac{1}{2}}\right) d \xi \\
& +\frac{1}{b_{j-\frac{1}{2}}^{ \pm}\left|C_{i, j}\right|} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}}\left(b_{i, j-\frac{1}{2}}^{-} f_{2}\left(p_{i, j}^{n}\left(\xi, y_{j-\frac{1}{2}}\right)\right)+b_{i, j-\frac{1}{2}}^{+} f_{2}\left(p_{i, j-1}^{n}\left(\xi, y_{i-\frac{1}{2}}\right)\right)\right) h_{1}\left(\xi, y_{i-\frac{1}{2}}\right) d \xi \tag{31}
\end{align*}
$$

where we introduced the abbreviations:

$$
\begin{align*}
& a_{i+\frac{1}{2}}^{ \pm}=a_{i+\frac{1}{2} j}^{+}+a_{i+\frac{1}{2} j}^{-}  \tag{32}\\
& b_{j+\frac{1}{2}}^{ \pm}=b_{i, j+\frac{1}{2}}^{+}+b_{i, j+\frac{1}{2}}^{-} \tag{33}
\end{align*}
$$

Whenever the area of the cell can be approximated to a sufficiently high degree by:

$$
\begin{equation*}
\left|C_{i, j}\right|=h_{1}\left(x_{i}, y_{j}\right) \Delta x h_{2}\left(x_{i}, y_{j}\right) \Delta y \tag{34}
\end{equation*}
$$

we can derive a convenient form of the evolution equation. By the introduction of the functions $F$ and $G$ this is:

$$
\begin{equation*}
\frac{d}{d t} \bar{u}_{i j}(t)=-\frac{1}{h_{1}\left(x_{i}, y_{j}\right) h_{2}\left(x_{i}, y_{j}\right)}\left(\frac{F_{i \frac{1}{2} j}(t)-F_{i-\frac{1}{2} j}(t)}{\Delta x}+\frac{G_{i, j \frac{1}{2}}(t)-G_{i, j-\frac{1}{2}}(t)}{\Delta y}\right) \tag{35}
\end{equation*}
$$

where $F$ and $G$ are given as:

$$
\begin{align*}
& F_{i-\frac{1}{2} j}(t)=\frac{1}{a_{i-\frac{1}{2}}^{+} \Delta y} \int_{y_{j-\frac{1}{2}}^{2}}^{y_{j+\frac{1}{2}}}\left(a_{i-\frac{1}{2}}^{-}, j f_{1}\left(p_{i, j}^{n}\left(x_{i-\frac{1}{2}}, \eta\right)\right)+a_{i-\frac{1}{2} j}^{+} j f_{1}\left(p_{i-1, j}^{n}\left(x_{i-\frac{1}{2}}, \eta\right)\right)\right.  \tag{36}\\
& \left.-a_{i-\frac{1}{2}, j}^{+} a_{i-1, j}^{-}\left(p_{i, j}^{n}\left(x_{i-\frac{1}{2}}, \eta\right)-p_{i-1 . j}^{n}\left(x_{i-\frac{1}{2}}, \eta\right)\right)\right) h_{2}\left(x_{i-\frac{1}{2}}, \eta\right) d \eta \\
& G_{i, j-\frac{1}{2}}(t)=\frac{1}{b_{j-\frac{1}{2}}^{ \pm} \Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}}\left(b_{i, j-\frac{1}{2}}^{-} f_{2}\left(p_{i, j}^{n}\left(\xi, y_{j-\frac{1}{2}}\right)\right)+b_{i, j-\frac{1}{2}}^{+} f_{2}\left(p_{i, j-1}^{n}\left(\xi, y_{j-\frac{1}{2}}\right)\right)\right.  \tag{37}\\
& \left.-b_{i, j-\frac{1}{2}}^{+} b_{i, j \frac{1}{2}}^{-}\left(p_{i, j}^{n}\left(\xi, y_{j-\frac{1}{2}}\right)-p_{i, j-1}^{n}\left(\xi, y_{j-\frac{-1}{2}}\right)\right)\right) h_{1}\left(\xi, y_{j-\frac{1}{2}}\right) d \xi
\end{align*}
$$

We note:

- The CFL condition to satisfy the stability criterion for the above explicit scheme is given the constraint that the regions containing the Riemann fans must not intersect. This is ensured by:

$$
\begin{equation*}
\Delta t<\min \left(\frac{h_{1}\left(x_{i+\frac{1}{2}}, y_{j}\right) \Delta x}{2} \frac{1}{\max \left(a_{i+\frac{1}{2}}^{+}+v_{x}^{0}\right)}, \frac{h_{2}\left(x_{i}, y_{j+\frac{1}{2}}\right) \Delta y}{2} \frac{1}{\max \left(b_{j+\frac{1}{2}}^{+}+v_{y}^{0}\right)}\right) \tag{38}
\end{equation*}
$$

- Be aware that the functions $F$ and $G$ are no direct approximations to the physical flux functions. This is due to the presence of the scale factors in the corresponding equations, because these are in general dimensional quantities. To obtain approximations of the physical flux functions, the order of the scheme has to be specified, thus determining how the integrals in Eqs. (36) and (37) are to be evaluated. Thereafter the scale factors can be included into the evolution equation itself.
- The scheme is also valid for a Cartesian mesh. In this case all geometrical scale factors are unity. Thus Eq. (35) is transformed into the same form as Eq. (3.30) in [16]. The same is true for the corresponding flux functions given in Eqs.
(36) and (37), which are reduced to the corresponding Eqs. (3.34) and (3.35) in [16] when the integrals are evaluated using the second order midpoint rule.

Eqs. (35)-(37) represent a general form for the multi-dimensional central scheme for arbitrary grid-geometries. The important point is that the geometric factors are introduced self-consistently. Thus there is no discussion as to where they have to appear. Apart from that, the scheme was derived in a most general way. To derive an actual workable scheme one has to choose the desired order of the scheme and the grid geometry. The order is fixed by the choice of a corresponding reconstruction polynomial, which then also determines the form of the integrals over the cell boundaries. To illustrate this behaviour we will derive a scheme for plane polar coordinates in the next section.

## 3. Special form of the numerical scheme

Many problems in physics have inherent symmetries, which suggest the use of a plane polar grid geometry to solve these problems. Therefore, we will illustrate the derivation of a working scheme from the general results given in Section 2 using the example of plane polar coordinates. For these we have the following coordinates and geometrical factors:

$$
\begin{equation*}
(x, y)=(r, \phi), \quad\left(h_{1}, h_{2}\right)=(1, r) \tag{39}
\end{equation*}
$$

Obviously the geometrical factors only depend on the first coordinate (and, thus, only on the index $i$ ). Apart from that, Eq. (34) is the exact form for the area of a cell in plane polar coordinates. Therefore, we can use Eq. (35) to derive the scheme in plane polar coordinates, yielding:

$$
\begin{equation*}
\frac{d}{d t} \bar{u}_{i, j}(t)=-\frac{F_{i+\frac{1}{2}, j}(t)-F_{i-\frac{1}{2}, j}(t)}{\Delta r}-\frac{G_{i, j+\frac{1}{2}}(t)-G_{i, j-\frac{1}{2}}(t)}{r_{i} \Delta \phi} \tag{40}
\end{equation*}
$$

together with the order independent numerical flux functions evaluated from Eqs. (36) and (37):

$$
\begin{align*}
& F_{i-\frac{1}{2}, j}(t)=\frac{r_{i-\frac{1}{2}}}{a_{i-\frac{1}{2}}^{ \pm} r_{i} \Delta \phi} \int_{\phi_{j-\frac{1}{2}}}^{\phi_{j+\frac{1}{2}}}\left(a_{i-\frac{1}{2}, j}^{-} f_{1}\left(p_{i, j}^{n}\left(r_{i-\frac{1}{2}}, \eta\right)\right)+a_{i-\frac{1}{2} ;}^{+} f_{1}\left(p_{i-1, j}^{n}\left(r_{i-\frac{1}{2}}, \eta\right)\right)-a_{i-\frac{1}{2} j}^{+} a_{i-\frac{1}{2}, j}^{-}\left(p_{i, j}^{n}\left(r_{i-\frac{1}{2}}, \eta\right)-p_{i-1, j}^{n}\left(r_{i-\frac{1}{2}}, \eta\right)\right)\right) d \eta  \tag{41}\\
& G_{i, j \frac{1}{2}}(t)=\frac{1}{b_{j-\frac{1}{2}}^{ \pm} \Delta r} \int_{r_{i-\frac{1}{2}}}^{r_{i+\frac{1}{2}}}\left(b_{i, j-\frac{1}{2}}^{-} f_{2}\left(p_{i, j}^{n}\left(\xi, \phi_{j-\frac{1}{2}}\right)\right)+b_{i, j-\frac{1}{2}}^{+} f_{2}\left(p_{i, j-1}^{n}\left(\xi, \phi_{j-\frac{1}{2}}\right)\right)-b_{i, j-\frac{1}{2}}^{+} b_{i, j-\frac{1}{2}}^{-}\left(p_{i, j}^{n}\left(\xi, \phi_{j-\frac{1}{2}}\right)-p_{i, j-1}^{n}\left(\xi, \phi_{j-\frac{1}{2}}\right)\right)\right) d \xi \tag{42}
\end{align*}
$$

To be able to evaluate the above integrals we chose the resulting scheme to be of second order. Thus, the midpoint rule is sufficient for the computation of the integrals. In this case we find for the numerical fluxes:

$$
\begin{align*}
& F_{i-\frac{1}{2} j}(t)=\frac{r_{i-\frac{1}{2}}}{a_{i-\frac{1}{2}}^{ \pm} r_{i}}\left(a_{i-\frac{1}{2}, j}^{-} f_{1}\left(p_{i, j}^{n}\left(r_{i-\frac{1}{2}}, \phi_{j}\right)\right)+a_{i-\frac{1}{2} ; j}^{+} f_{1}\left(p_{i-1, j}^{n}\left(r_{i-\frac{1}{2}}, \phi_{j}\right)\right)-a_{i-\frac{1}{2}, j}^{+} a_{i-\frac{1}{2} j}^{-}\left(p_{i, j}^{n}\left(r_{i-\frac{1}{2}}, \phi_{j}\right)-p_{i-1 . j}^{n}\left(r_{i-\frac{1}{2}}, \phi_{j}\right)\right)\right)  \tag{43}\\
& G_{i, j-\frac{1}{2}}(t)=\frac{1}{b_{j-\frac{1}{2}}^{ \pm}}\left(b_{i . j-\frac{1}{2}}^{-} f_{2}\left(p_{i, j}^{n}\left(r_{i}, \phi_{j-\frac{1}{2}}\right)\right)+b_{i . j-\frac{1}{2}}^{+} f_{2}\left(p_{i, j-1}^{n}\left(r_{i}, \phi_{j-\frac{1}{2}}\right)\right)-b_{i, j-\frac{1}{2}}^{+} b_{i, j-\frac{1}{2}}^{-}\left(p_{i, j}^{n}\left(r_{i}, \phi_{j-\frac{1}{2}}\right)-p_{i, j-1}^{n}\left(r_{i}, \phi_{j-\frac{1}{2}}\right)\right)\right) \tag{44}
\end{align*}
$$

For the reconstruction polynomial we use the following prescription in order to guarantee the non-oscillatory behaviour.

$$
\begin{align*}
& p_{i, j}^{n}\left(r_{i-\frac{1}{2}}, \phi_{j}\right)=\bar{u}_{i, j}-\frac{1}{2} \Delta r u_{i, j}^{r} p_{i-1, j}^{n}\left(r_{i-\frac{1}{2}}, \phi_{j}\right)=\bar{u}_{i-1, j}+\frac{1}{2} \Delta r u_{i-1, j}^{r} \text { with } \\
& u_{i, j}^{r}=\operatorname{minmod}\left(\theta \frac{u_{i, j}^{n}-u_{i-1, j}^{n}}{\Delta r}, \frac{u_{i+1, j}^{n}-u_{i-1, j}^{n}}{2 \Delta r}, \theta \frac{u_{i+1, j}^{n}-u_{i, j}^{n}}{\Delta r}\right) \tag{45}
\end{align*}
$$

with corresponding definitions for the $\phi$ direction. Here a larger $\theta \in[1,2]$ corresponds to a less dissipative but still non-oscillatory limiter. This limiter was already discussed in Ref. [34]. It is explicitly defined by:

$$
\operatorname{minmod}(a, b, c):= \begin{cases}\operatorname{sign}(a) \min (|a|,|b|,|c|) & \text { if } \quad \operatorname{sign}(a)=\operatorname{sign}(b)=\operatorname{sign}(c)  \tag{46}\\ 0 & \text { else }\end{cases}
$$

For this limiter it can be shown that the reconstruction is not only non-oscillatory but also total-variation diminishing (TVD) (see, e.g., [16]). This reconstruction guarantees oscillations to be suppressed at steep gradients as will be shown when the different tests are discussed.

Finally, for the time integration we use a third order TVD Runge-Kutta scheme as is given in Refs. [30,31], which completes our algorithm. We will use this scheme to demonstrate the feasibility of this approach by several test-cases in the next paragraph. Since one of these numerical experiments is actually using cylindrical coordinates, we will, however, first introduce the corresponding scheme.

For (fully three-dimensional) cylindrical coordinates the scheme can be derived in two equivalent ways: either the scheme is derived from the general prescription given in Appendix A, or the above scheme for plane polar coordinates is just extended in the $z$-direction. Here we just state the result. Using the following coordinates and geometrical factors:

$$
\begin{equation*}
(x, y, z)=(r, \phi, z), \quad\left(h_{1}, h_{2}, h_{3}\right)=(1, r, 1) \tag{47}
\end{equation*}
$$

we find for the scheme in cylindrical coordinates:

$$
\begin{equation*}
\frac{d}{d t} \bar{u}_{i, j, k}(t)=-\frac{F_{i+\frac{1}{2}, j, k}(t)-F_{i-\frac{1}{2}, j, k}(t)}{\Delta r}-\frac{G_{i, j+\frac{1}{2}, k}(t)-G_{i, j-\frac{1}{2}, k}(t)}{r_{i} \Delta \phi}-\frac{H_{i, j, k+\frac{1}{2}}(t)-H_{i, j, k-\frac{1}{2}}(t)}{\Delta z} \tag{48}
\end{equation*}
$$

with the numerical fluxes:

$$
\begin{align*}
& F_{i-\frac{1}{2}, j, k}(t)=\frac{r_{i-\frac{1}{2}, k}}{a_{i-\frac{1}{2}}^{ \pm} r_{i}}\left(a_{i-\frac{1}{2}, j, k}^{-} f_{1}\left(p_{i, j, k}^{n}\left(r_{i-\frac{1}{2}}, \phi_{j}, z_{k}\right)\right)+a_{i-\frac{1}{2}, j, k}^{+} f_{1}\left(p_{i-1, j, k}^{n}\left(r_{i-\frac{1}{2}}, \phi_{j}, z_{k}\right)\right)\right.  \tag{49}\\
& \left.-a_{i-\frac{1}{2}, j, k}^{+} a_{i-\frac{1}{2}, j, k}^{-}\left(p_{i, j, k}^{n}\left(r_{i-\frac{1}{2}}, \phi_{j}, z_{k}\right)-p_{i-1, j, k}^{n}\left(r_{i-\frac{1}{2}}, \phi_{j}, z_{k}\right)\right)\right) \\
& G_{i, j-\frac{1}{2}, k}(t)=\frac{1}{b_{j-\frac{1}{2}}^{ \pm}}\left(b_{i, j-\frac{1}{2}, k}^{-} f_{2}\left(p_{i, j, k}^{n}\left(r_{i}, \phi_{j-\frac{1}{2}}, z_{k}\right)\right)+b_{i, j-\frac{1}{2}, k}^{+} f_{2}\left(p_{i, j-1, k}^{n}\left(r_{i}, \phi_{j-\frac{1}{2}}, z_{k}\right)\right)\right.  \tag{50}\\
& \left.-b_{i, j-\frac{1}{2}, k}^{+} b_{i, j-\frac{1}{2}, k}^{-}\left(p_{i, j, k}^{n}\left(r_{i}, \phi_{j-\frac{1}{2}}, z_{k}\right)-p_{i, j-1, k}^{n}\left(r_{i}, \phi_{j-\frac{1}{2}, z_{k}}\right)\right)\right) \\
& H_{i, j, k-\frac{1}{2}}(t)=\frac{1}{c_{k-\frac{1}{2}}^{ \pm}}\left(c_{i, j, k-\frac{1}{2}}^{-} f_{3}\left(p_{i, j, k}^{n}\left(r_{i}, \phi_{j}, z_{k-\frac{1}{2}}\right)\right)+c_{i, j, k-\frac{1}{2}}^{+} f_{3}\left(p_{i, j, k-1}^{n}\left(r_{i}, \phi_{j}, z_{k-\frac{1}{2}}\right)\right)\right.  \tag{51}\\
& \left.-c_{i, j, k-\frac{1}{2}}^{+} c_{i, j, k-\frac{1}{2}}^{-}\left(p_{i, j, k}^{n}\left(r_{i}, \phi_{j}, z_{k-\frac{1}{2}}\right)-p_{i, j, k-1}^{n}\left(r_{i}, \phi_{j}, z_{k-\frac{1}{2}}\right)\right)\right)
\end{align*}
$$

The time integration and the reconstruction are done in an analogous way to the scheme in plane polar coordinates. This concludes the derivation of the schemes applied in the numerical experiments to be discussed in the subsequent section.

## 4. Numerical tests

To demonstrate the validity and study the accuracy of our numerical scheme we performed several numerical experiments based on the so-called Euler equations. These are a system of hyperbolic equations describing compressible hydrodynamical flows. They are given as:

$$
\begin{align*}
& \frac{\partial \rho}{\partial t}=-\nabla \cdot(\rho \mathbf{u})  \tag{52}\\
& \frac{\partial(\rho \mathbf{u})}{\partial t}=-\nabla \cdot(\rho \mathbf{u} \mathbf{u}+p 1)+\mathbf{S}  \tag{53}\\
& \frac{\partial e}{\partial t}=-\nabla \cdot((e+p) \mathbf{u}) \tag{54}
\end{align*}
$$

where $\rho$ is the mass density, $\mathbf{u}$ is the flow velocity, $p$ is the pressure and 1 is the unit matrix. The pressure is connected to the total energy density via:

$$
\begin{equation*}
e=\frac{p}{\gamma-1}+\frac{1}{2} \rho \mathbf{u}^{2} \tag{55}
\end{equation*}
$$

Due to the tensorial character of the fluxes for the momentum equation, we have to include additional source terms to Eq. (53). In particular, we find for our cylindrical coordinate system that we have to include source terms for the $r$ and $\phi$ momentum equations. Specifically, these are the inertial terms

$$
\begin{equation*}
S_{r}=\frac{\rho \mathrm{v}_{\phi}^{2}+p}{r} \quad \text { and } \quad S_{\phi}=\frac{-\rho \mathrm{v}_{r} \mathrm{v}_{\phi}}{r} \tag{56}
\end{equation*}
$$

In the subsequent paragraphs we describe several numerical experiments using the Euler equations, which will serve as tests for different aspects of the numerical scheme. For the following numerical experiments please be aware that all of the quantities will be given in non-dimensional form.

### 4.1. The order of the scheme

To verify the order of the scheme we used two simple tests in plane polar coordinates. For the first we advected a small amplitude sine-disturbance in the azimuthal direction for one full revolution. Setting the radial velocity to zero this test can be shown to correspond to a Cartesian advection test and indeed yields the same results. In particular the form of the disturbance is conserved by the scheme and it approaches second order for high spatial resolutions.

For the radial direction we adopted a simple advection test introduced by [33]. This test is initialised by a constant density and a velocity field proportional to the radial distance from the origin of a cylindrical coordinate system $\left(v_{r}=v_{0} r\right)$. Keeping the velocity constant with time we find for the temporal evolution of the density:

$$
\begin{equation*}
\rho(t)=\rho_{0} e^{-2 v_{0} t} \tag{57}
\end{equation*}
$$

As suggested in [33] we integrate the decaying density up to time $t=6$, where we have chosen $v_{0}=1$. Thus, we have a change of the density of more than five orders of magnitude.

To investigate the order of the scheme we compared the numerical results for several spatial resolutions (the radial domain extending from $r=0.4$ to $r=2.5$ was partitioned into $16-256$ cells) to the above analytical solution. We show the dependence of the corresponding normalised error on the number of grid-cells in Fig. 2. Obviously the error decreases quadratically with increasing spatial resolution. Thus, the scheme is still of second order despite the presence of the geometrical scale factors.

### 4.2. The Sedov explosion in plane polar coordinates

A numerical experiment which is particularly suited for the test of a code on a plane polar grid is the Sedov explosion problem (see [29]). In this test a localised enhancement of the thermal energy is injected into an otherwise homogeneous and static background medium. This energy enhancement evolves into a radial blast wave in a self-similar fashion. The problem is similar to the shock tube test problem used for one-dimensional tests on Cartesian grids (see, e.g., [32]) in that there exists a semi-analytical solution. Thus, it is possible to test whether the code yields the correct shock-strength, -location and -speed. This is a condition which has to be fulfilled by every conservative code. Therefore, it is a good indication to find out whether the geometrical factors are correctly implemented.

The Sedov problem is initialised via a localised pressure enhancement at the origin of the form:

$$
\begin{equation*}
e_{\text {init }}=\frac{\epsilon}{V_{\text {Init }}}=\frac{3 \epsilon}{(v+2) \pi \delta r^{v+1}} \tag{58}
\end{equation*}
$$

Here, $\gamma$ is the adiabatic exponent, which is chosen to be $\gamma=1.4$ for all Sedov tests in this work. $\epsilon$ is the energy to be added to the simulation domain and $V_{\text {Init }}$ is the volume of the region, into which the energy is added. On the right hand side we state the expression in an explicit form for an arbitrary number of spatial dimensions, where $r$ denotes the distance from the origin of the coordinate system. Here $v=1$ corresponds to the two-dimensional (planar) Sedov explosion and $v=2$ to the genuinely three-dimensional case.

We solved the Sedov problem for cylindrical coordinates on a radial grid from 0 to 0.5 , which was decomposed into 200 equidistant cells in the radial direction. For the azimuthal direction and the vertical direction we only used a single cell in this test. Hence it is a one-dimensional test of the plane polar coordinate system. The background thermal energy was chosen as $e_{t h}=10^{-5}$ and the blast was initialised with an energy of $\epsilon=1$, which was distributed over the three inner grid-cells. The time-step for the simulations was adapted such that the CFL number never exceeded 0.4.

The results of the corresponding simulations are compared to the semi-analytical solution in Fig. 3 for the normalised time $t=0.1$. Obviously the numerical solution for the density and the velocity perfectly fits to the analytical results. This leads to the conclusion that the pressure part of the source term $S_{r}$ and also the geometrical factors are indeed given correctly in our formulation. The correctness of the other directions will be tested by further simulations, which take more general geometries into account.

### 4.3. Sedov explosion in cylindrical coordinates

Naturally the above test can be made for any grid geometry. After having shown that the radial part of the Euler equations is working correctly, we now have to take care of the other components. For the first of these tests we again make use of the Sedov problem. This time, however, we investigate the Sedov problem in three spatial dimensions. We are using


Fig. 2. Dependence of the relative numerical error of the density on spatial resolution. The solid line corresponds to a quadratic decrease of the numerical error.


Fig. 3. Results for the Sedov explosion problem in plane polar coordinates at time $t=0.1$. On the left the density is shown as a function of the radius. On the right the velocity is shown in a similar fashion. In both figures the analytical solution is superimposed as the solid line.
cylindrical coordinates, thus yielding a test-case for which the evolution of the shock is not aligned to either the $r$ or the $z$-axis.

The simulations were done with a resolution of 200 grid-points in the radial and the $z$-direction. For the azimuthal direction we again took only one grid-point into account (the correctness of this direction will be confirmed by the next test-problem). Results of these simulations are depicted in Figs. 4 and 5. In the former of these we show contours for the thermal energy and the density. Obviously the spherical nature of the problem is nicely captured by the code. Now we have to check whether the speed and the strength of the radial shock wave are also computed correctly.

To show this we computed a scatter plot for the different quantities, i.e., we plot the value of the individual quantities over the distance to the origin of the blast wave for each individual cell in the computational domain. The corresponding results for the density are given in Fig. 5. Also in this numerical test the data nicely follow the analytical solution. As in the preceding test the shock again can be seen to be at the correct position with the correct strength.

Thus, we can conclude that on one hand, the geometrical terms are correct for the radial and the $z$-direction, and on the other hand, the code is still sufficiently conservative to yield the correct shock solutions, even though the inclusion of the additional source terms might disturb this feature of the code. Now we finally come to a numerical experiment, which can be used to demonstrate the correctness of the code also for the azimuthal direction.


Fig. 4. Results for the Sedov explosion problem in cylindrical coordinates at time $t=0.08$. On the left we show the thermal energy distribution and on the right the density. These quantities are shown for a given $\phi$, where the radius goes to the right and $z$ to the top.


Fig. 5. Scatter plot for the density for the Sedov problem. The individual data-points indicate the density at all grid-points in the numerical domain. The density values are plotted as a function of the distance from the origin of the explosion. The data are given for the time $t=0.08$.

### 4.4. A general problem

The most general problem to be investigated as a test here is the classical Shock tube problem, which was already mentioned above. This test can be used as a strictly one-dimensional problem in Cartesian geometry. Here, however, we will apply this test to plane polar coordinates, which are clearly not adapted to the problem.

This numerical experiment is initialised by the introduction of a contact discontinuity at $x+y=0.5$, with different den-sity- and pressure-values on both sides of the discontinuity. In particular we choose for the initial conditions:

$$
[\rho(x), p(x)]= \begin{cases}{[10,100]} & \text { if } x+y<0.5  \tag{59}\\ {[1,1]} & \text { if } x+y \geqslant 0.5\end{cases}
$$

where the adiabatic exponent is again chosen to be $\gamma=1.4$. This is a modified version of the original problem, which yields even stronger shocks (see, e.g., [7]). Like in the preceding tests there exists a semi-analytical solution for this problem. Thus, we can investigate the results in a similar manner as done above. We used the analytical solution to prescribe the boundary conditions at $\phi_{\min }$ and $\phi_{\max }$. At $r_{\min }$ and $r_{\max }$ we used extrapolating boundaries. We decided to use the analytical solution at the $\phi$-boundaries in order to avoid any spurious oscillations, which might be introduced by an extrapolation procedure near the resulting shock wave. The simulation was run with a spatial resolution of 200 grid-points in the radial and the azimuthal directions. The time-step was changed adaptively so that the CFL number never exceeded 0.2 .

Due to the fact that the geometry of the numerical grid does not fit to the problem this setup constitutes a test for all the geometrical factors and also all the momentum source terms included in the scheme. Due to the presence of the resulting shock wave we can also test the conservation properties of the code.

In Fig. 6 the resulting thermal energy contours are shown. It is obvious that the shock front is very straight even though the coordinates are not adapted to the problem. Also there are no apparent spurious oscillations. As in the previous tests, however, we have to quantify the results in order to make sure the shocks are correct with regard to their strength and position. To this end we show a scatter plot for the resulting density in the same figure. The individual data-points are given as a function of their perpendicular distance to some reference line parallel to the initial contact discontinuity. In this plot the initial discontinuity was at $x=0.5$. The comparison to the analytical solution (shown in red) demonstrates the excellent agreement of the numerical results to the analytical predictions. As in the previous tests the shocks are again at the proper position with the correct strength. Moreover, there are no spurious oscillations.

The same test was run with a similar configuration for a 3D system in spherical coordinates. The results were similar to the ones shown for plane polar coordinates. Again, the shock was in the correct position with the correct strength. To keep this presentation concise, however, we refrain from discussing this numerical experiment.

After this test, we can conclude that the numerical scheme has been derived and implemented correctly. There are no problems originating from the geometrical factors or the source terms in the numerical scheme. Obviously the resulting


Fig. 6. (Left) colour contours for the results of the shock tube problem in plane polar coordinates. Shown is the thermal energy. (Right) scatter plot for the density of the shock tube problem in plane polar coordinates. The data are compared to the analytical solution (shown in red). In both plots we see on the left the undisturbed medium followed by a rarefaction wave. The sharp increase of the density is a contact discontinuity, which is finally followed by a shock. Both figures are given for time $t=0.08$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
scheme is still sufficiently conservative so that shocks in the numerical experiments are reproduced correctly regardless of their orientation with respect to the grid.

## 5. Conclusion

In this paper we have constructed of a numerical scheme for the integration of hyperbolic partial differential equations on general rectangular grids. The scheme has been constructed in a most general way leaving the choice of the order of the scheme through a choice of the reconstruction polynomial to the user. After the general derivation we demonstrated the construction of an actual numerical scheme from the general equations. For this we used the example of plane polar and cylindrical coordinates.

For this scheme we showed several numerical experiments, for all of which we found excellent agreement of the numerical results with corresponding analytical solutions. Thus, we were able to demonstrate the correct derivation and implementation of the scheme.

The method introduced in this paper can easily be extended to more than two dimensions. The resulting scheme is a straightforward extension of Eqs. (35)-(37). It can be shown, that the intuitive extension directly yields the correct results. We will, however, refrain from doing so in this paper due to the huge amount of algebra. Instead we will just give the corresponding results in Appendix A.

In realistic physical systems the conservation of quantities such as mass, energy and angular momentum plays a very important role. The appearance of source terms in the momentum equations on the right hand side may formally destroy these conservation properties. We point out that in the case of the important angular momentum a minor reformulation of the equation will explicitly bring it into conservative form again.
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## Appendix A. The three-dimensional scheme

The general scheme for three dimensions can be derived in an analogous way to the two-dimensional scheme. Here we will only state the results skipping the lengthy algebra. For the temporal evolution of the cell average $\bar{u}(x, y, z)$ we find:

$$
\begin{equation*}
\frac{d}{d t} \bar{u}_{i, j, k}(t)=-\frac{F_{i+\frac{1}{2} j, k}(t)-F_{i-\frac{1}{2} j, k}(t)}{\left|C_{i, j, k}\right|}-\frac{G_{i, j+\frac{1}{2}, k}(t)-G_{i, j-\frac{1}{2}, k}(t)}{\left|C_{i, j, k}\right|}-\frac{H_{i, j, k+\frac{1}{2}}(t)-H_{i, j, k-\frac{1}{2}}(t)}{\left|C_{i, j, k}\right|} \tag{A.1}
\end{equation*}
$$

where the numerical fluxes $F, G$ and $H$ are given as:

$$
\begin{align*}
& F_{i-\frac{1}{2}, j, k}(t)=\frac{1}{a_{i-\frac{1}{2}}^{ \pm}} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \int_{z_{k-\frac{1}{2}}}^{z_{k+\frac{1}{2}}} d \eta d \sigma h_{2}\left(x_{i-\frac{1}{2}}, \eta, \sigma\right) h_{3}\left(x_{i-\frac{1}{2}}, \eta, \sigma\right) \times\left(a_{i-\frac{1}{2}, j, k}^{-} f_{1}\left(p_{i, j, k}^{n}\left(x_{i-\frac{1}{2}}, \eta, \sigma\right)\right)+a_{i-\frac{1}{2}, j, k}^{+} f_{1}\left(p_{i-1, j, k}^{n}\left(x_{i-\frac{1}{2}}, \eta, \sigma\right)\right)\right.  \tag{A.2}\\
& \left.-a_{i-\frac{1}{2}, j, k}^{+} a_{i-\frac{1}{2}, j, k}^{-}\left(p_{i, j, k}^{n}\left(x_{i-\frac{1}{2}}, \eta, \sigma\right)-p_{i-1, j, k}^{n}\left(x_{i-\frac{1}{2}}, \eta, \sigma\right)\right)\right) \\
& G_{i, j-\frac{1}{2}, k}(t)=\frac{1}{b_{j-\frac{1}{2}}^{ \pm}} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \int_{z_{k-\frac{1}{2}}}^{z_{k+\frac{1}{2}}} d \xi d \sigma h_{1}\left(\xi, y_{j-\frac{1}{2}}, \sigma\right) h_{3}\left(\xi, y_{j-\frac{1}{2}}, \sigma\right) \times\left(b_{i, j-\frac{1}{2}, k}^{-} f_{2}\left(p_{i, j, k}^{n}\left(\xi, y_{j-\frac{1}{2}}, \sigma\right)\right)+b_{i, j-\frac{1}{2}, k}^{+} f_{2}\left(p_{i, j-1, k}^{n}\left(\xi, y_{j-\frac{1}{2}}, \sigma\right)\right)\right.  \tag{A.3}\\
& \left.-b_{i, j-\frac{1}{2}, k}^{+} b_{i, j-\frac{1}{2}, k}^{-}\left(p_{i, j, k}^{n}\left(\xi, y_{j-\frac{1}{2}}, \sigma\right)-p_{i, j-1, k}^{n}\left(\xi, y_{j-\frac{1}{2}}, \sigma\right)\right)\right) \\
& H_{i, j, k-\frac{1}{2}}(t)=\frac{1}{c_{k-\frac{1}{2}}^{ \pm}} \int_{x_{i-\frac{1}{2}}}^{x_{i \frac{1}{2}}} \int_{y_{j-\frac{1}{2}}}^{y_{j-\frac{1}{2}}} d \xi d \eta h_{1}\left(\xi, \eta, z_{k-\frac{1}{2}}\right) h_{2}\left(\xi, \eta, z_{k-\frac{1}{2}}\right) \times\left(c_{i, j, k-\frac{1}{2}}^{-} f_{3}\left(p_{i, k, k}^{n}\left(\xi, \eta, z_{k-\frac{1}{2}}\right)\right)+c_{i, j, k-\frac{1}{2}}^{+} f_{3}\left(p_{i, j, k-1}^{n}\left(\xi, \eta, z_{i-\frac{1}{2}}\right)\right)\right.  \tag{A.4}\\
& \left.-c_{i, j, k-\frac{1}{2}}^{+} c_{i, k, k-\frac{1}{2}}^{-}\left(p_{i, j, k}^{n}\left(\xi, \eta, z_{k-\frac{1}{2}}\right)-p_{i, j, k-1}^{n}\left(\xi, \eta, z_{k-\frac{1}{2}}\right)\right)\right)
\end{align*}
$$

Here we indicated the volume of the cell as $\left|C_{i, j, k}\right|$.
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